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What is CM?
• Wiki: “involves mathematical research in areas of science 

where computing plays a central and essential role, 
emphasizing algorithms, numerical methods, and symbolic 
methods.”

• Newton, Gauss, Richardson, Von Neumann,..
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Modern History

- CM modern history after WWII
- Inst of Numer Analysis at UCLA 1947-1954

- SIAM founded April 1952
- Main professional society promoting CAM
- Journals: SINUM, SISC, MMS, SIIMS (AMS Comp Math)
- Conferences, SIAGs, reports

- Algorithms “founded” circa 1952
- SOR, CG, ADI, Simplex



CM & TC
• My UG/Grad CAM: 

– WKB, singular perturbation, asymptotics
– Laplace/Fourier transforms, separation of variables, tensor analysis, game theory
– NA from Issacson & Keller, Conte & De Boor, Dahlquist & Bjorck (GVL being written); NODE from Gear, 

NPDE from Mitchell, K&O;  CS algs; some CFD
– Hardware: PDP 11, IBM 360 (cards!), HP35C, HP2000, arpanet
– Software: JCL, Fortran, Basic, APL, ALGOL
– Algorithms: Least sq, SVD, fast Poisson solvers, quasi-newton methods, ALM

• I have worked on/participated in:
– NPDE, NLA, MG, DD, CG, //, IP, Brain mapping, VLSI
– Competition between finite difference vs finite elements for PDEs
– NLA: Matrix factorizations, LS, QR, SVD, Lanczos, CG (GMRES etc), on Householder Symp Comm 1993-2005.
– MG: From Brandt 78 MLAT paper on, MG for bifurcation probs, unstructured grids; EMG confs
– DD: Chaired DD2 at UCLA 1988, on DDM Committee until DD12.
– //: main frames, vector machines (Alliant), parallel machines (CM, Cosmic Cube, Ncube), GPU
– Software: EISPACK, LINPACK, Matlab (before MathWork), Mathematica, Petsc
– Applications: 

• CFD: MG/DD for unstructured meshes; 
• IP: TV, level set, L1, Compressed sensing
• Brain mapping: Ricci flow, Yamabe eq, conformal mapping, Beltrami coef
• VLSI opt: new paradigm, widely adopted in industry, hypergraphs

• Math I should have learned in school:
– nonlinear analysis, differential geometry, stochasticity, BV, L1, Baysean
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CSE2000 Top 10 Algorithms
• Monte Carlo
• Simplex
• Krylov
• Matrix decomposition
• Fortran optimizing compiler
• Francis QR 
• Quicksort
• FFT
• Integer relation detection
• Fast multipole method

• No update as of 1/28/2021 7



Other New Algorithmic Paradigms

• Multigrid
• DD
• Multiscale
• Uncertainty
• Continuous vs discrete: Diff Equ vs graphs

• 2021: Deep Neural Networks?
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Criteria

• Speed (flops, comp complexity, time)
• Accuracy
• Scalability
• Parallelism, communication/latency
• Memory efficiency
• Impact (internal and external)
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Top 10 Most Cited Recent CM Papers (TC 04/30/21)

Ref: Golub-Van Loan (4th ed 2012): 52717/72912 citations! Metropolis et al (1953, J Chem
Phys) 31807 citations. Hestenes-Stiefel Conjugate Gradient (1952 JBS) 6379 citations.

1. 1(15794/?) Donoho, Compressed Sensing, IEEE TIT 2006
2. 2(12242/17463) Osher-Sethian, level set, JCP 1988
3. 3(10162/?) Donoho, Soft Thresholding, IEEE TIT 1995
4. 6(10157/17084) Candes-Romberg-Tao, Compr Sensing, IEEE TIT 2006
5. 8(9281/15826) Rudin-Osher-Fatemi, TV denoising, Physica D 1992
6. 5(9576/13061) Saad-Schultz, GMRES, SISC 1986
7. 9(8223/12715) Chan-Vese, Segmentation, IEEE TIP 2001
8. 4(9370/11937) Daubechies, Ortho Basis for Wavelets, CPM 1984
9. 7(8795/?) Donoho-Johnstone, wavelet shrinkage, Biometrika 1994
10. 10(4296/5803) Greengard-Rokhlin, Fast Multipole, JCP 1987

11. (3772/?) Brandt, Multigrid, Math Comp 1977
Most citations above are not by “peers” but by “users”.
LeCun, Bengio, Hinton “Deep Learning”, Nature 2015. 38352 citations!
Hinton “Image classification with Deep Convolution Neural Networks”, 2012. 85306 cites!

2014 
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Computational Linear Algebra

• EISPACK, LINPACK, LAPACK, Matlab
• Matrix factorizations: QR, SVD, RRQR,
• Tensors
• Least sqs: LS, TLS
• Sparsity: GE, ordering, fill-ins
• Iterative meths: CG, Lanczos, GMRES, 

preconditioners
• Revived twice by: parallelism, search/Google, 

completion/Netflix
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Multigrid/Domain Decompositon

• A paradigm shift
• Russian influence 

– motivated by efficient use of limited computer power

• MLAT – Brandt
• DD – motivated by parallel computers
• Subspace decomposition & correction (Xu)
• Fast Multipole Method – particle simulation
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CFD to IP

• FD has provided a challenging testbed for 
CM for several decades

• Multi-dim, multi-component, mutli-scale, 
nonlinear, discontinuities, complex 
geometry/mesh, time-dep,

• IP is “new CFD”: all of above (except reg
mesh)
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- Relatively new to Math Community
- SIIMS founded 2007. 
- Imaging journals: 

SIAM SIIMS
IEEE TIP
JMIV
IJCV

- Imaging conferences:
SIAM Imaging conference
Scale-Space conference
IEEE ICIP

- The new �CFD�. Part of � Data Science�
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IEEE TRANSACTIONS ON
IMAGE PROCESSING
A PUBLICATION OF THE IEEE SIGNAL PROCESSING SOCIETY

Volume 7, Number 3, March 1998
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What Math brings to IP
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Image Processing and Applied Maths

Math IP

PDEs (CFD, viscosity solution)
Calculus of variations

Differential geometry (level set method)
Smooth & non-smooth functional analysis 

(wavelets/Besov, total variation/BV)

Compressed sensing, L1 optimization (Bregman)
Convexification for geometric problems

Relaxation for graph optimization problems



Compressed Sensing
Candes, Donoho, Romberg, Tao 2006

• Sparsity: L0 
• Convexity: L1
• Randomness: Restricted Isometry Property
• Exact recovery
• IPAM origin
• TV Wavelet Inpainting connection
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TV Wavelet inpainting [Chan, Shen & Zhou ‘04]

Original image downloaded from internet
Damaged image: 50% of wavelet coefficients 
(including low frequencies) are randomly lost. 

Can you recognize this person?

• Model I (for noise-less images):

No parameters. Problem dimension << #coefs.

• Model II (for noisy images):

min
�j,k

Z
|�u| s.t. u =

X

j,k

�j,k�j,k, �j,k = �0
j,k (observed coefs)

min
�j,k

Z
|⇤u|+ �I⇥u� u0⇥2 (u0 observed image)

wavelets
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Restoration result

Original image Damaged image, 50% of 
wavelet coefficients are 
randomly lost. PSNR = 10.9

Model II: Recovered image, 
keeping undamaged 
coefficients unchanged. 
PSNR 18.8.
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PSNR vs %Coefs Retained
X-axis: percentage of randomly retained 
wavelet coefficients
Y-axis: improvements in PSNR after 
inpainted by Model I (green) and Model II 
(red).  As less coefficients are missed, the 
improvement in PSNR becomes larger.

An Extreme Example
Upper left: Original clear square.
Upper right: Lost all but one nonzero coefficients in 
the low-low frequency subband, while keep all high 
frequencies (PSNR=11.2dB). 
Lower left: Recovered by Model I. Perfect 
reconstruction (PSNR=61dB).
Lower Right: Cross-section at x=128. The inpainted 
profile is visually indistinguishable from the original.

A preview of Compressed Sensing!
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Compressed Sensing in IP 
[Candes, Romberg & Tao ‘06, Donoho ’06]

Reconstruct the signal u in Rn from m measurements f with m<<n : 

Assume u is sparse then the problem is:

Theorem: For m>=c.log n, the signal u can be reconstructed exactly 
(under reasonable assumptions) solving the problem:

min
u

k�uk0 s.t. f = Au

L1 relaxation (tight) min
u

k�uk1 s.t. f = Au

��u�1 = TV (u) =

Z
|⇥u|

=> The CS problem is equivalent to the TV wavelet inpaiting problem.

(system is underdetermined)f = Au, u 2 Rn, f 2 Rm, A 2 Rn⇥m

For  A = R�and Φ: sensing basis (wavelet, Fourier)
R: measurement extractor
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Algorithm Connections, Old and New

Uzawa’s Method Linearized Bregman (Efficient for large scale problems) 
[Darbon, Osher, Yin, Goldfarb 2007]

Proximal Forward Backward Splitting
Fixed Point Continuation (FPC) and many related 
iterative thresholding methods for L1 minimization 
[Hale, Yin, Zhang 2007]

Arrow-Hurwicz Primal Dual Hybrid Gradient (PDHG) (Excellent for 
TV denoising) [Zhu, Chan 2008]

Preconditioned Method of 
Multipliers/ Proximal 
Method of Multipliers

Bregman Operator Splitting (BOS) (Proposed for 
nonlocal TV; very generally applicable) [Zhang, Burger, 
Bresson, Osher 2009]

$
$
$
$

Quadratic Penalty
Penalty method (Reformulates total variation penalty as 
constrained optimization problem) [Wang, Yin, Zhang 2007]$

Preconditioned ADMM
(Linearization of penalty also
related to surrogate function
and optimization transfer) 

Split Inexact Uzawa, Modified PDHG, 
Chambolle/Pock Method, He/Yuan Variants... (Many 
versions of this very versatile method) [Zhang, Burger, 
Osher, Esser, Chan, Chambolle, Pock...2009]

$

Newton-like Methods
CGM [Chan, Golub & Mulet '95]
Semismooth Newton for TV [Hintermuller, Stadler]
(Uses second order information, can be superlinearly
convergent)

$



Lessons
1. Right model more important than fast algorithm
2. Simplicity trumps everything else
3. Proof is good (but not absolutely necessary) but good idea is a must
4. Old methods can find new use: IP opt
5. New applications can inspire new CM: IP, search
6. Hardwares change, good ideas last: Hypercubes, Connection Machine
7. Ideas for one problem can be useful for another

1. TVD for shock capturing -> TV for IP
8. What appears different may be related

1. IP: PDE vs graph modelling & algorithms
9. New Math plus old tricks - differential geometry + ALM
10. Be the first to spot a math idea or a rich application
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Future
• Plenty of challenges in basic S&E

• Biology (genetics, brain, diseases,….)
• Big data (mining, learning,…)
• Uncertainty (Quantization, randomization…)
• IP to Vision, Comp Photography,..

• New math; New applications
• 2021: Machine Learning – the new CFD?
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Back to the Future?
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1. Ensuring Our Source of Quality 
Doctoral Students

2. Ensuring That Mathematics Is Part 
of Science

3. Ensuring Societal Support for 
Mathematics Doctoral Education

4. Ensuring That Mathematics 
Doctoral Education Meets Its Goals



Thank you!
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