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Abstract: Manifold optimization has found many important applications in machine learning and data science in recent years. 
In this talk, we introduce some new results on manifold optimization using the Riemannian gradient descent method with a focus 
on low-rank matrix recovery. The purpose of our analysis is twofold: to prove the asymptotic escape of strict saddles and 
convergence to local minima on the manifold, and to obtain the exact convergence rate of a class of low-rank matrix recovery 
problems using manifold optimization. On the asymptotic side, we analyze the escape of strict saddle sets using the projected 
gradient descent (PGD) algorithm. We show that PGD is able to escape strict saddle sets that are non-isolated provided that they 
have certain geometry properties. This is a general result, and as an example, we apply it to the phase retrieval problem and explain 
the asymptotic behavior of PGD for phase retrieval on the low-rank matrix manifold. On the non-asymptotic side, we propose a 
unified analysis for a class of low-rank matrix recovery problems. We use PGD with random initialization to minimize the empirical 
least squares loss function, and study the convergence rate under some mild assumptions. Our results can be further extended to 
problems such as Gaussian phase retrieval, matrix factorization and matrix sensing. 
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